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                                                University Question -2014

1. List the advantage of FDDI.                                                                                  

Some of the major advantages of FDDI are

· Token passing topology

· High speed fiber optic transmission

· Dual rings offer improved fault tolerance over other options

· Fiber optic cabling is less susceptible to EMI and noise

· Fiber optic cabling is more secure than copper wire

· It can send data for larger distances than Token Ring or Ethernet

   2 What is a bridge?                                                                                                    

Bridges operate at the data link layer (Layer 2) of the OSI model. Bridges inspect incoming traffic and decide whether to forward or discard it. An Ethernet bridge, for example, inspects each incoming Ethernet frame - including the source and destination MAC addresses, and sometimes the frame size - in making individual forwarding decisions

3.What is the need for ARP?                                                                                       

Address Resolution Protocol (ARP) is a protocol for mapping an Internet Protocol address (IP address) to a physical machine address that is recognized in the local network. For example, in IP Version 4, the most common level of IP in use today, an address is 32 bits long. In an Ethernet local area network, however, addresses for attached devices are 48 bits long. (The physical machine address is also known as a Media Access Control or MAC address.) A table, usually called the ARP cache, is used to maintain a correlation between each MAC address and its corresponding IP address. ARP provides the protocol rules for making this correlation and providing address conversion in both directions.

  4. How CIDR reduces the number of entries in the routing table?                            

      Restructuring IP address assignments to increase efficiency

· Hierarchical routing aggregation to minimize route table entries

 5.Which protocol is faster either UDP or TCP?   Why?                                      

UDP is faster than TCP because it is connectionless and need not wait for connection setup and ACK. so it is not at all having reliability as compared to TCP. 

  6.Define congestion. 




                                         

 Congestion means that the switch has so many packets queued that it runs out of buffer space and has to start dropping packets
  7.What is the principle of symmetric key encryption ?  


                  

A symmetric encryption scheme has five ingredients:

– Plaintext                     -    m 

– Encryption algorithm -   Ek(m)

– Secret Key                  -   k

– Cipher text                   -  C

– Decryption algorithm -  Dk(Ek(m))

8.What is firewall? Specify the use of packet filtering firewall.     


A firewall is a system that is the sole point of connectivity between the site it protects and the 
rest of the network. 
· It is usually implemented as part of a router, although a personal firewall may be   implemented on an end-user machine.
      Uses of Packet filtering firewall:

· Packet filtering prevents attacks from computers outside a local area network (LAN). 

· It is standard and cost-effective.

· Filtering with incoming or outgoing interfaces -  Ingress filtering of spoofed IP addresses and Egress filtering to restrict the flow of information from one network to another.
· Permits or denies certain services.

      9. Differentiate active and passive FTP

An active mode, the client establishes the command channel  but the server establishes the data channel  to client port Y, where Y has been supplied by the client

In passive mode, the client establishes both channels. In that case, the server tells the client which port should be used for the data channel.

Passive mode is generally used in situations where the FTP server is not able to establish the data channel

10. List the Different classification of DNS servers.                                           

Internet is divided into many top level domains. Each domain is divided into sub domain and so on. Topmost domains are categorized into generic and countries.

Generic domain categories are:

com-commercial

gov-US government

edu-educational

org-profile organization

mil-US military

Net-network providers.

Country category   uk - United kingdom,jp -
Japan,in –India

Part B
1.      Discuss any two error detection methods in detail with an example
Error detection methods 

1. VRC   :      Two methods.  1) Even Parity Check    2) Odd Parity Check

   The redundant bit known as parity bit is appended to every data unit  so that the total number of ones’ in the resultant data becomes even or odd.

· Example for Even Parity 

 Sender  side  - Parity Generator

  Data         :   0 0 1 0 0 1 1

  Parity         :                    1

  Data sent   :    0 0 1 0 0 1 1 1                        No. of  1’s  = 4

Receiver side  - Parity  Checker  

 When the  receiver receives the data the number of 1’s will be counted. 

Data received  :    0 0 1 0 0 1 1 1 

 No. of 1’s  = 4    - No error

If data received is   0 0 1 0 0 1 1 0

No . Of  1’ s  = 3  which is not even. - Error

Even No. of errors can’t be detected.

If data received is   0 1 1 0 0 1 1 0
Performance :    It detects all single bit errors.   Can’t detect even no. of errors.

 Can detect the burst error only if the  total no. of bits  changed is odd.

2. LRC   Divide the data into rows and columns. Include the parity bit row wise and column wise.  ie) the parity bit is introduced corresponding  to every row and every column so that the total no. of 1’s in every row  and column including the parity bit becomes even.
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 Either  odd  or  even  parity can be used.

· The redundant bits is 13. 

·  Receiver  side   again row wise and column wise parity will be calculated.

Performance : 1)Detects all single bit errors. 2 )Detects burst error of length 2,3 & 4.

3.CHECK SUM      Used in high level layer protocols.

·  Most commonly used check sum is 16-bit check sum .

· There are two components. 1) Check sum Generator.     2) Check sum Checker.

· Sender Side :      Check sum generator is used.

1) The data is divided into block of rows and columns.

2)  All sections off data are added together using 1’s complement.

3)  The resultant sum is complemented and taken as check sum.

4) This check sum is attached with the data  and transmitted. 

[image: image33.emf] 


· Example 

· Take complement  of the sum       1 1 1 0 0 0 1 0  

     0  0 0 1 1 1 0 1 .

Data  sent  is    Data + checksum

1 0 1 0 1 0 0 1 0 0 1 1 1 0 0 1  0 0 0 1 1 1 0 1 

Receiver side :

1) The received data is divided into k +1 sections of n-bits.

2) Add all the sections using 1’s complement.

3)  complement the resultant sum.

4) If the result is zero , accept the data  otherwise reject it.

[image: image34.emf] 
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· Data is accepted.

Performance :

1) Generally 16-bit checksum is used.

2) For any length of the message small number of redundant bits are used.

3) It can’t handle even number of errors in the same column.

1. CRC (Cyclic Redundancy Check)
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RECEIVER  SIDE :

11b. Explain FDDI Network architecture  and its  operations in detail

Token Rings (802.5, FDDI)

· IBM’s Token Ring has a nearly identical IEEE standard, known as 802.5. Where necessary, we note the differences between the IBM and 802.5  token rings.
· the FDDI (Fiber Dis- tributed Data Interface) standard—a newer, faster type of token ring
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Token ring network
Data always flows in a particular direction around the ring, with each node receiving frames from its upstream neighbor and then forwarding them to its downstream neighbor.  This ring-based  topology  is in contrast to the Ethernet’s bus topology. Like the Ethernet, however, the ring is viewed as a single shared medium;[image: image41.png]Cyclic Redundancy Codes (CRC)
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it does not behave as a collection of independent point-to-point links that just happen to be configured in a loop
Two key features with an Ethernet

· First, it involves a distributed algorithm that controls when each node is allowed to transmit.
· second,  all nodes see all frames,  with the node identified in the frame header as the destination saving a copy of the frame as it flows past.
· The  word  “token” in  token  ring  comes  from  the  way  access to  the  shared ring  is managed.
· sequence of bits, circulates  around the ring; each node  receives and  then  forwards the token. When a node  that  has a frame to transmit  sees the token,  it takes the token  off the ring  (i.e., it does not  forward the  special bit  pattern) and  instead  inserts  its frame into  the ring.
· The media  access algorithm is fair in the sense that  as the token  circulates  around the ring, each node  gets a chance  to transmit. Nodes  are serviced in a round-robin fashion.
Physical Properties

A ring topology  is that  any link or node  failure  would  render  the whole network  useless.

This problem  is addressed by connecting  each station  into the ring using an electromechanical relay

· Station  is healthy,  the relay is open station  is included  in the ring

· Station  stops providing power, the relay closes and the ring automatically by passes the station.
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Multistation access unit
Several of these relays are usually packed  into a single box, known  as a multi- station  access unit  (MSAU). This has  the interesting  effect of making  a token  ring actually look more like a star topology.

· easy to add stations  to and remove stations  from the network 
· plugged into  or unplugged  from  the nearest  MSAU, while the overall wiring  of the network  can be left unchanged.
Token Ring Media Access Control 

802.5  token  is 24 bits long. If every station  could hold only 1 bit (as is the norm  for 802.5 networks), and the stations were close enough together that the time for a bit to propagate from one station  to another  was negligible, we would need to have at least24 stations  on the ring before it would operate  correctly. This situation is avoided by having one designated station,  called the monitor, add some additional bits of delay to the ring if necessary.
One issue we must address is how much data a given node is allowed to transmit each time it possesses the token, or said another  way, how long a given node is allowed to hold the token. We call this the token  holding time (THT).  If we assume that most nodes  on  the  network  do  not  have  data  to  send  at  any  given time—a  reasonable assumption, and certainly  one that  the Ethernet  takes advantage  of—then  we could make a case for letting  a node  that  possesses the token  transmit  as much  data  as it has before passing the token  on to the next node. This would  mean setting the THT to infinity. It would  be silly in this case to limit a node  to sending  a single message and  to force it to wait  until the token  circulates  all the way around the ring before getting a chance to send another  message. Of course, “as much data as it has” would be dangerous because a single station could keep the token for an arbitrarily long time, but  we could  certainly  set the THT  to significantly  more than  the time to send one packet.
One final issue will complete our discussion of the MAC protocol, which is the matter  of exactly when the sending node releases the token. The sender  can insert  the token  back  onto  the ring immediately  following  its frame (this is called early release) or after the frame it transmits  has gone all the way around the ring and been removed (this is called delayed release). Clearly, early release allows  better  bandwidth utilization, especially on large rings. 802.5  originally  used delayed token release, but support  for early release was subsequently added
Token Ring Maintenance
When a station decides that a new monitor is needed, it transmits a “claim token” frame, announcing its intent to become the new monitor. If that token circulates back to the sender, it can assume that  it is OK for it to become the monitor. If some other station is also trying to become the monitor at the same instant,  the sender might see a claim token message from that other station  first. In this case, it will be necessary to break the tie using some well-defined rule like “highest  address wins.”
Once the monitor is agreed upon,  it plays a number  of roles. We have already seen that  it may need to insert  additional delay into  the ring.  It is also responsible for making sure that there is always a token somewhere  in the ring, either circulating or currently  held by a station.  It should  be clear that  a token  may vanish for several reasons,  such as a bit error,  or a crash on the part of a station  that was holding it. To detect a missing token, the monitor watches for a passing token and maintains a timer equal to the maximum  possible token rotation time. This interval equals
NumStations × THT + RingLatency
where NumStations is the number of stations on the ring, and RingLatency is the total propagation delay of the ring. If the timer expires without the monitor seeing a token, it creates a new one.

Frame Format 

[image: image3.emf]
802.5/token ring frame format 

After the start delimiter comes the access control byte, which includes the frame priority and the reservation priority  mentioned  above. The frame control  byte is a demux key that identifies the higher-layer  protocol.
Similar to the Ethernet,  802.5  addresses are 48 bits long. The standard actually allows for smaller 16-bit addresses, but 48-bit addresses are typically used. When 48- bit addresses are used, they are interpreted in exactly the same way as on an Ethernet. The frame also includes a 32-bit CRC

FDDI(Physical properties)

Two independent rings that transmit data in opposite directions, The second ring is not used during  normal  operation but instead  comes into play only if the primary  ring fails, the ring loops back on the secondary  fiber to form a complete ring, and as a consequence,  an FDDI network is able to tolerate  a single break in the cable or the failure of one station. The expense  of the dual-ring  configuration, FDDI allows  nodes  to attach   to  the  network   by  means  of  a  single  cable.  

[image: image4.emf]
Note  that  the terms synchronous and asynchronous are somewhat  misleading. By synchronous, FDDI  means  that  the  traffic  is delay  sensitive.  For  example,  you would  send voice or video as synchronous traffic on an FDDI network. In contrast, asynchronous means that the application is more interested in throughput than delay. A file transfer  application would be asynchronous FDDI traffic.
(ii) Illustrate the features of Ethernet transmission

· Uses CSMA/CD technology

· Carrier Sense Multiple Access with Collision Detection.

· A set of nodes send and receive frames over a shared link.

· Carrier sense means that all nodes can distinguish between an idle and a busy link.

· Collision detection means that a node listens as it transmits and can therefore detect when a frame it is transmitting has collided with a frame transmitted by another node.

· Uses ALOHA (packet radio network) as the root protocol

· Developed at the University of Hawaii to support communication across the Hawaiian Islands.

· For ALOHA the medium was atmosphere, for Ethernet the medium is a coax cable.

· DEC and Intel joined Xerox to define a 10-Mbps Ethernet standard in 1978.

· This standard formed the basis for IEEE standard 802.3

More recently 802.3 has been extended to include a 100-Mbps version called Fast Ethernet and a 1000-Mbps version called Gigabit Ethernet

· An Ethernet segment is implemented on a coaxial cable of up to 500 m.

· This cable is similar to the type used for cable TV except that it typically has an impedance of 50 ohms instead of cable TV’s 75 ohms.

· Hosts connect to an Ethernet segment by tapping into it.

· A transceiver (a small device directly attached to the tap) detects when the line is idle and drives signal when the host is transmitting.

· The transceiver also receives incoming signal.

· The transceiver is connected to an Ethernet adaptor which is plugged into the host.

· The protocol is implemented on the adaptor.

12a(i) Explain in detail about ARP and RARP mechanism with example

Address Translation Protocol (ARP)
· Map IP addresses into physical addresses

· destination host

· next hop router

· Techniques

· encode physical address in host part of IP address

· table-based

· ARP (Address Resolution Protocol)

· table of IP to physical address bindings

· broadcast request if IP address not in table

· target machine responds with its physical address

· table entries are discarded if not refreshed

ARP Packet Format:
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· HardwareType: type of physical network (e.g., Ethernet)

· ProtocolType: type of higher layer protocol (e.g., IP)

· HLEN & PLEN: length of physical and protocol addresses

· Operation: request or response

· Source/Target Physical/Protocol addresses

reverse Address Translation Protocol (rARP)

· The reverse address resolution protocol (RARP) allows a host to discover it’s in address when it knows only its physical address. The question here is why do we RARP? A host is supposed to have its internet address stored on its hard disk!

· Answer; True, true. But what if the host is a diskless computer? Or what computer is being connected to the network for the first time (when it is being booted) or what if you get a new computer but decide to keep the old NIC?

· RARP works much like ARP. The host wishing to retrieve its internet address broadcasts an RARP query packet that contains its physical address to every host

It used to require the Ethernet address of the IP address.

The principle of RARP is for the diskless system to read its unique hardware address from the interface  card and send an RARP request asking for someone to reply with the diskless system’s IP address.

· It is almost identical to an ARP packet.

The only differences are that the frame type is 0x8035 for an RARP request or reply, and the op field has a value of 3 for an RARP request and 4 for an RARP reply

12b(i)Discuss the role of DHCP  in client and server

Host Configuration:

· Notes 

· Ethernet addresses are configured into network by manufacturer and they are unique 

· IP addresses must be unique on a given internetwork but also must reflect the structure of the internetwork 

· Most host Operating Systems provide a way to manually configure the IP information for the host 

· Drawbacks of manual configuration 

· A lot of work to configure all the hosts in a large network 

· Configuration process is error-prune 

· Automated Configuration Process is required 

· DHCP server is responsible for providing configuration information to hosts 

· There is at least one DHCP server for an administrative domain 

· DHCP server maintains a pool of available addresses 

· Newly booted or attached host sends DHCPDISCOVER message to a special IP address (255.255.255.255) 

· DHCP relay agent unicasts the message to DHCP server and waits for the response 
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12b (ii) Explain the features of CIDR and list its advantage and disadvantages.

Classless Addressing (CIDR)

· Classless Inter-Domain Routing

· A technique that addresses two scaling concerns in the Internet

· The growth of backbone routing table as more and more network numbers need to be stored in them

· Potential exhaustion of the 32-bit address space

· Address assignment efficiency

· Arises because of the IP address structure with class A, B, and C addresses

· Forces us to hand out network address space in fixed-size chunks of three very different sizes

· A network with two hosts needs a class C address

· Address assignment efficiency = 2/255 = 0.78

· A network with 256 hosts needs a class B address

· Address assignment efficiency = 256/65535 = 0.39

· Exhaustion of IP address space centers on exhaustion of the class B network numbers

· Solution

· Say “NO” to any Autonomous System (AS) that requests a class B address unless they can show a need for something close to 64K addresses

· Instead give them an appropriate number of class C addresses

· For any AS with at least 256 hosts, we can guarantee an address space utilization of at least 50%

· Problem with this solution

· Excessive storage requirement at the routers. 

· If a single AS has, say 16 class C network numbers assigned to it, 

· Every Internet backbone router needs 16 entries in its routing tables for that AS

· This is true, even if the path to every one of these networks is the same

· If we had assigned a class B address to the AS

· The same routing information can be stored in one entry

· Efficiency = 16 × 255 / 65, 536 = 6.2%

· CIDR tries to balance the desire to minimize the number of routes that a router needs to know against the need to hand out addresses efficiently.

· CIDR uses aggregate routes

· Uses a single entry in the forwarding table to tell the router how to reach a lot of different networks

· Breaks the rigid boundaries between address classes

· Consider an AS with 16 class C network numbers.

· Instead of handing out 16 addresses at random, hand out a block of contiguous class C addresses

· Suppose we assign the class C network numbers from 192.4.16 through 192.4.31

· Observe that top 20 bits of all the addresses in this range are the same (11000000 00000100 0001)

· We have created a 20-bit network number (which is in between class B network number and class C number)

· Requires to hand out blocks of class C addresses that share a common prefix 

· Requires to hand out blocks of class C addresses that share a common prefix 

· The convention is to place a /X after the prefix where X is the prefix length in bits

· For example, the 20-bit prefix for all the networks 192.4.16 through 192.4.31 is represented as 192.4.16/20

· By contrast, if we wanted to represent a single class C network number, which is 24 bits long, we would write it 192.4.16/24

· How do the routing protocols handle this classless addresses

· It must understand that the network number may be of any length

· Represent network number with a single pair

<length, value> 

· All routers must understand CIDR addressing

[image: image7.jpg]Advertise
128.112.128/21

Customers
128.112.128/24
128.112.129/24
‘ 128.112.130/24
128.112.135/24





Route aggregation with CIDR
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A simple multi-provider Internet

13 Explain  how  congestion is avoided in TCP 

TCP Congestion Control

· The idea of TCP congestion control is for each source to determine how much capacity is available in the network. Once source receives ACK, it is therefore safe to insert a new packet into the network without adding to the level of congestion.  By using ACKs to pace the transmission of packets, TCP is said to be self-clocking. 

    TCP Congestion Control Techniques

1. Additive Increase Multiplicative Decrease

2. Slow Start

3. Fast Retransmit and Fast Recovery

     1. Additive Increase Multiplicative Decrease

· This involves decreasing the congestion window when the level of congestion goes up and increasing the congestion window when the level of congestion goes down. Taken together, the mechanism is commonly called additive increase/multiplicative decrease .
· TCP maintains a new state variable for each connection, called CongestionWindow, which is used by the source to limit how much data it is allowed to have in transit at a given time.  TCP’s effective window is revised as follows:
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· TCP source sets the CongestionWindow based on the level of congestion it perceives to exist in the network. 
    multiplicative decrease
· Suppose timeout occurs.  TCP interprets timeouts as a sign of congestion and reduces the rate at which it is transmitting.  

· Specifically, each time a timeout occurs, the source sets CongestionWindow to half of its previous value. 

· For example, suppose the CongestionWindow is currently set to 16 packets. If a loss is detected, CongestionWindow is set to 8.  Additional losses cause CongestionWindow to be reduced to 4, then 2, and finally to 1 packet. 

    additive increase

·   This strategy is able to increase the congestion window to take advantage of newly available capacity in the network. 

·  This is the “additive increase” part of AIMD, and it works as follows. Every time the source successfully sends CongestionWindow’s  packets it increases window by 1.  

· (i.e), if each packet sent out has been ACKed then it adds the equivalent of 1 packet to CongestionWindow.


[image: image10.emf]81
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· This pattern of continually increasing and decreasing congestion window continues throughout life time of the connection.  If we draw congestion window as a function of time, the curve is saw tooth form as shown below.
[image: image11.wmf]60

20

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

9.0

Time (seconds)

70

30

40

50

10

10.0

 

1. Slow Start 
It is used to increase the congestion window rapidly from a cold start. Slow start effectively increases the congestion window exponentially, rather than linearly only.

· The source starts with congestion window = 1.

· Every time an ACK arrives, congestion window is incremented.

· congestion window is effectively doubled per RTT

There are actually two different situations in which slow start runs. 

1.  At the very beginning of a connection, at which time the source has no idea how many packets 

   can be in transit at a given time. In this situation, slow start continues to double  congestionWindow each RTT until there is a loss.

2.  The second situation -when the connection goes dead while waiting for a timeout to occur.  

· When a packet is lost, The source then uses slow start to restart the flow of data rather than dumping a whole window’s worth of data on the network all at once. Now source uses slow start window size equal to 1. 

· Then it does multiplicative increase until window size equal to half value of congestion window size because of what loss occurs just now.  This target congestion window size is also known as threshold value.  Slow start is used to rapidly increase the sending rate up to the value.   

· When window size = threshold value , after each successful transmission  it increases the window additively. 
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3.Fast Retransmit and Fast Recovery

· Coarse-grained implementation of TCP timeouts led to long periods of time during which the      connection went dead while waiting for a timer to expire. 

· Because of this, a new mechanism called fast retransmit was added to TCP.  Fast retransmit is a      heuristic that sometimes triggers the retransmission of a dropped packet sooner than the regular      timeout mechanism.

· Every time a data packet arrives at the receiving side, the receiver responds with an           acknowledgment, even if this sequence number has already been acknowledged. 

· Thus, when a packet arrives out of order— that is, TCP cannot yet acknowledge the data the packet contains because earlier data has not yet arrived—TCP resends the same acknowledgment  it sent the last time. 

· This second transmission of the same acknowledgment is called a duplicate      ACK. When the sending side sees a duplicate ACK, it knows that the other side must have    received a packet out of order, which suggests that an earlier packet might have been lost. 

· Since it is also possible that the earlier packet has only been delayed rather than lost, the sender     waits until it sees some number of duplicate ACKs and then retransmits the missing packet. 

· In   practice, TCP waits until it has seen three duplicate ACKs before retransmitting the packet.
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· When the fast retransmit mechanism signals congestion, rather than drop the congestion window all the way back to one packet and run slow start, it is possible to use the ACKs that are still in the pipe to clock the sending of packets. 

This mechanism, which is called fast recovery, effectively removes the slow start phase that happens between when fast retransmit detects a lost packet and additive increase begins
13b(ii)Discuss the features and applications of UDP.

 Features of UDP

· User Datagram Protocol (UDP) is a connectionless protocol, which means UDP is not a reliable protocol when compared with Transmission Control Protocol (TCP).

· It is capable of performing fundamental error checking. The UDP header includes a checksum field that the destination device can use to check the integrity of the data.

· It does not provide sequencing of data. Therefore, the data may arrive at the destination device in a different order from which it was sent. 

· UDP uses a simple connectionless transmission model with a minimum of protocol mechanism. It has no handshaking dialogues, and thus exposes any unreliability of the underlying network protocol to the user's program. 

· There is no guarantee of delivery, ordering, or duplicate protection. UDP provides checksums for data integrity, and port numbers for addressing different functions at the source and destination of the datagram.

· With UDP, computer applications can send messages, in this case referred to as datagrams, to other hosts on an Internet Protocol(IP) network without prior communications to set up special transmission channels or data paths.

Applications

· Important protocols which use UDP as the Transport Layer protocol are 

· Time-sensitive applications often use UDP because dropping packets is preferable to waiting for delayed packets.
· It is transaction-oriented, suitable for simple query-response protocols such as the Domain Name System or the Network Time Protocol.

· It provides datagrams, suitable for modeling other protocols such as in IP tunneling or Remote Procedure Call and the Network File System.

· It is simple, suitable for bootstrapping or other purposes without a full protocol stack, such as the DHCP and Trivial File Transfer Protocol.

· It is stateless, suitable for very large numbers of clients, such as in streaming media applications for example IPTV

· The lack of retransmission delays makes it suitable for real-time applications such as Voice over IP, online games, and many protocols built on top of the Real Time Streaming Protocol.

· Trivial File Transfer Protocol (TFTP),  Domain Name System (DNS), Remote Procedure Call (RPC) used by the Network File System (NFS), Simple Network Management Protocol (SNMP) and  Lightweight Directory Access Protocol (LDAP).

[image: image15.emf]
1. 14 i) Write a brief note on JPEG standards. ii) Explain in detail the MPEG standards and 

      its  significance.

      i) JPEG standard :

· ISO has defined a digital image format known as JPEG, named after the Joint Photographic Experts Group that designed it.

· JPEG compression takes place in three phases, as illustrated in Figure.On the compression side, the image is fed through these three phases one 8 × 8 block at a time. The first phase applies the discrete cosine transform (DCT) to the block. 
     [image: image16.emf]
DCT Phase

DCT is a transformation closely related to the fast Fourier transform (FFT). It takes an 8 × 8 matrix of pixel values as input and outputs an 8 × 8 matrix of frequency coefficients.

Quantization Phase

· The second phase of JPEG is where the compression becomes lossy. DCT does not itself lose information; it just transforms the image into a form that makes it easier to  know what information to remove. 

· Imagine that you want to compress some whole numbers less than 100; for example, 45, 98, 23, 66, and 7. If you decided that knowing these numbers truncated to the nearest multiple of 10 is sufficient for your purposes, then you could divide each number by the quantum 10 using integer arithmetic, yielding 4, 9, 2, 6, and 0. 

· These numbers can each be encoded in 4 bits rather than the 7 bits needed to encode the original numbers.

· JPEG uses a quantization table that gives the quantum to use for each of the coefficients, as specified in the formula  QuantizedValue(i, j) = IntegerRound(DCT(i, j)/Quantum(i, j))
           Encoding Phase

· The final phase of JPEG encodes the quantized frequency coefficients in a compact form.

· This results in additional compression, but this compression is lossless. Starting with the DC coefficient in position (0,0), the coefficients are processed in the zigzag sequence.
ii) MPEG  standard

· We now turn our attention to the MPEG format, named after the Moving Picture Experts

Group that defined it. 

· To a first approximation, a moving picture (i.e., video) is simply a succession of still images—also called frames or pictures—displayed at some video rate. 

· Each of these frames can be compressed using the same DCT-based technique used in JPEG. 

but fails to remove the inter frame redundancy present in a video sequence. 

· For example, two successive frames of video will contain almost identical information if there is not much motion in the scene, so it would be unnecessary to send the same information twice. 

· Even  when there is motion, there may be plenty of redundancy since a moving object may not  change from one frame to the next; in some cases, only its position changes. 

· MPEG takes this inter frame redundancy into consideration. 
Frame Types

· MPEG takes a sequence of video frames as input and compresses them into three types of frames, called I frames (intra picture), P frames (predicted picture), and B frames (bidirectional predicted picture).

·  Each frame of input is compressed into one of these three frame types. I frames can be thought of as reference frames; they are self-contained, depending on neither earlier frames nor later frames. To a first approximation, an I frame is simply the JPEG-compressed version of the corresponding frame in the video source.

· P and B frames are not self-contained; they specify relative differences from some reference

frame. More specifically, a P frame specifies the differences from the previous I frame, while a B frame gives an interpolation between the previous and subsequent I or P frames.

· Figure  illustrates a sequence of seven video frames that, after being compressed by MPEG, result in a sequence of I, P, and B frames. The two I frames stand alone; each can be decompressed at the receiver independently of any other frames. 

· P frame  depends on the preceding I frame; it can be decompressed at the receiver only if the preceding I frame also arrives. 

· Each of the B frames depends on both the preceding I or P frame and the subsequent I or P frame. Both of these reference frames must arrive at the receiver before MPEG can decompress the B frame to reproduce the original video frame.
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· There are also new versions of MPEG coming down the pike, most noticeably MPEG-4. The best way to think of MPEG-4 is that it generalizes MPEG to include both natural and synthetic (computer-generated) video. It does this by treating each scene (frame) as a collection of video objects, rather than working purely with rectangular macroblocks.

· MPEG-4 also has the goal of supporting lower bit rates (e.g., suitable for wireless handheld devices), unlikeMPEG-2, which is targeting with high-end video (e.g., suitable for HDTV). At the current time, however, the most important aspect of MPEG-4 is that it is backward compatible with MPEG-2, meaning that most MPEG-4 videos available today still exploit the motion estimation and DCB-based compression just described.
2. Explain in detail symmetric key and public-key encryption mechanisms.

A symmetric encryption scheme has five ingredients :

1. Plaintext: A readable message or data that is fed into the algorithm as input 

2. Encryption algorithm: The encryption algorithm performs various substitutions

     and transformations on the plaintext.

3. Secret key – Single key used for both encryption and decryption.
4. Ciphertext: This is the scrambled message produced as output. 

5. Decryption algorithm
     Symmetric / Secret  Key encryption    DES : Data Encryption Standard

· DES is the block cipher  algorithm that takes a fixed-length string of plaintext bits and transforms it through a series of complicated operations into another cipher text string of the same length. In the case of DES, the block size is 64 bits. 

· DES also uses a key to customize the transformation, so that decryption can supposedly only be performed by those who know the particular key used to encrypt. The key consists of 64 bits; however, only 56 of these are actually used by the algorithm.

Algorithm :  
64 bit plain text passes through initial permutation. It is followed by 16 rounds. Then a swap is done. Pre output is passed through IP.
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Each Round:

 Li = Ri-1                                   and          Ri = Li-1 x F(Ri-1, Ki)

F function consists of :

1. Expansion — the 32-bit half-block is expanded to 48 bits using the expansion permutation, denoted E in the diagram, by duplicating half of the bits. 

2. Key mixing — the result is combined with a subkey using an XOR operation. Sixteen 48-bit subkeys — one for each round — are derived from the main key using the key schedule (described below).

3. Substitution — after mixing in the subkey, the block is divided into eight 6-bit pieces before processing by the S-boxes, or substitution boxes. Each of the eight S-boxes replaces its six input bits with four output bits according to a non-linear transformation, provided in the form of a lookup table. The S-boxes provide the core of the security of DES — without them, the cipher would be linear, and trivially breakable.

4. Permutation — finally, the 32 outputs from the S-boxes is rearranged according to a fixed permutation, the P-box. This is designed so that, after expansion, each S-box's output bits are spread across 6 different S boxes in the next round.

     Decryption of  DES is essentially same as encryption process and Use keys in Reverse order
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 Public Key Encryption    -
Asymmetrical Key Encryption- RSA Algorithm

All public key encryption needs 

2 separate keys – one for encryption and one for decryption.

2 separate algorithm – different for encryption and decryption

Public key Encryption Elements are:

1.
Plain Text – A readable message or data that is fed into the algorithm as input

2.
Encryption algorithm

3.
Public key and Private key

4.
Ciphertext : Scrambled message output

5.
Decryption algorithm

Steps:

1.
Each user generates a pair of keys 

2.
One key is a public key (i.e) accessible to by all

3.
If  A wants to send a message to B, it encrypts the message using B’s public key

4.
This message can be decrypted only by using private key of B

14. Discuss IP Security in detail.                                                                                           
· IPsec is really a framework (as opposed to a single protocol or system) for providing all the security services.. IPsec provides three degrees of freedom.

· The IP security protocol, more commonly known as IPsec, provides security at the network layer. IPsec secures IP datagrams between any two network-layer entities, including hosts and routers. 

· As we will soon describe, many institutions (corporations, government branches, non-profit organizations, and so on) use IPsec to create virtual private networks (VPNs) that run over the public Internet.

· First, it is highly modular, allowing users (or more likely, system administrators) to select from a      variety of cryptographic algorithms and specialized security protocols.

·  Second, IPsec allows users to select from a large menu of security properties, including access control, integrity, authentication, originality, and confidentiality. 

· Third, IPsec can be used to protect narrow streams (e.g., packets belonging to a particular TCP 

· connection being sent between a pair of hosts) or wide streams (e.g., all packets flowing between a pair of gateways).

· IPsec consists of two parts. The first part is a pair of protocols that implement the available security services. 

· They are the Authentication Header (AH), which provides access control, connectionless message integrity, authentication, and antireplay protection, and the Encapsulating Security Payload (ESP), which supports these same services, plus confidentiality. AH is rarely used so we do not discuss it further. 

· The second part is support for key management, which fits under an umbrella protocol known as Internet Security Association and Key Management Protocol (ISAKMP).

· The abstraction that binds these two pieces together is the security association (SA). An SA is a simplex (one-way) connection with one or more of the available security properties. Securing a bidirectional communication between a pair of hosts— corresponding to a TCP connection, for example—requires two SAs, one in each direction.

· Although IP is a connectionless protocol, security depends on connection state information such as keys and sequence numbers. 

· When created, an SA is assigned an ID number called a security parameters index (SPI) by the receiving machine 

· IPsec supports a tunnel mode as well as the more straightforward transport mode.Each SA operates in one or the other mode. In a transport mode SA, ESP’s payload data is simply a message for a higher layer such as UDP or TCP. 

· In this mode, IPsec acts as an intermediate protocol layer, much like SSL/TLS does between TCP and a higher layer. When an ESP message is received, its payload is passed to the higher level protocol.In a tunnel mode SA, however, ESP’s payload data is itself an IP packet

·   IP Security (IPSec)

[image: image21.jpg]SPI

SegNum

PayloadData

Padding (0-255 bytes)

| PadLength

NextHdr

AuthenticationData





IPsec’s ESP format
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                              An IP packet with a nested IP packet encapsulated using ESP in tunnel

  ii) Explain the circuit level gateway filtering and its advantage over filtering methods.

· An application gateway is an application-specific server through which all application data (inbound and outbound) must pass. Multiple application gateways can run on the same host, but each gateway is a separate server with its own processes.

· To have finer-level security, firewalls must combine packet filters with application gateways. Application gateways look beyond the IP/TCP/UDP headers and make policy decisions based on application data.

· Design  of a firewall that allows only a restricted set of internal users to Telnet outside and prevents all external clients from Telneting inside   can be accomplished by implementing a combination of a packet filter (in a router) and a Telnet application gateway, as shown in figure. 

[image: image23.emf]
· The router’s filter is configured to block all Telnet connections except those that originate from the IP address of the application gateway. Such a filter configuration forces all outbound Telnet connections to pass through the application gateway.

· Consider now an internal user who wants to Telnet to the outside world. The user must first set up a Telnet session with the application gateway.

·  An application running in the gateway, which listens for incoming Telnet sessions, prompts the user for a user ID and password. 

· When the user supplies this information, the application gateway checks to see if the user has permission to Telnet to the outside world. If not, the Telnet connection from the internal user to the gateway is terminated by the gateway. 

· If the user has permission, then the gateway (1) prompts the user for the host name of the external host to which the user wants to connect, (2) sets up a Telnet session between the gateway and the external host, and (3) relays to the external host all data arriving from the user, and relays to the  user all data arriving from the external host. 

· Thus, the Telnet application gateway not only performs user authorization but also acts as a Telnet server and a Telnet client, relaying information between the user and the remote Telnet server. 

15. What is Domain Name Service and explain in detail about the domain hierarchy and name servers.








· Domain Name System (DNS) was created to divide mapping information to be stored on multiple computers to be accessed when needed

· DOMAIN NAME SYSTEM (DNS)

· To identify an entity, TCP/IP protocols use the IP address, which uniquely identifies the connection of a host to the Internet. However, people prefer to use names instead of addresses. Therefore, we need a system that can map a name to an address and conversely an address to a name. In TCP/IP, this is the Domain Name System (UNS).

· DNS in the Internet

· ONS is a protocol that can be used in different platforms. In the Internet, the domain name space (tree) is divided into three different sections: generic domains, country domains, and inverse domain.
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Generic Domains:

· The generic domains define registered hosts according to their generic behavior. Each node in the tree defines a domain, which is an index to the domain name space database 

· Looking at the tree, we see that the first level in the generic domain section allows   seven possible three-character labels. These labels describe the organization types as listed in Table.
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Table 25.1  Generic domain labels

Label Description
com Commercial organizations
edu Educational insttutions
v Government institutions
int Tnternational organia. ions
mil Military groups
net Network support centers
org Nonprofit organizations.





Country Domains

· The country domain section follows the same format as the generic domains but uses two-character country abbreviations (e.g., “us” for United States) in place of the three- character organizational abbreviations at the first level. 

· Second-level labels can be organizational, or they can be mote specific, national designations. The United States, for example, uses state abbreviations as a subdivision of “us” (e.g., ca.us.).

· Figure shows the country domain section. The address anza.cup.ca.us can be translated to Dc Anza College in Cupertino in California in the United States.
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Inverse Domain

The inverse domain is used to map an address to a name. This may happen, for example, when a server has received a request from a client to do a task. Whereas the server has a file that contains a list of authorized clients, the server lists only the IP address of the client (extracted from the received IP packet). To determine if the client is on the authorized list, it can send a query to the DNS server and ask for a mapping of address to name. See Figure.
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Domain Names

Full domain name is a sequence of labels separated by dots (.)

Fully qualified domain name (FQDN) contains the full name of a host cis.usouthal.edu.

Partially qualified domain name (PQDN) does not include all the levels between host and root node

Resolver supplies the suffix to create an FQDN

Domains may be divided into sub domains

Information for domain name space must be stored on multiple servers (DNS servers) to be efficient

      Stored in a hierarchy of servers

Zone defines the domain a server is responsible 

[image: image29.emf]
DNS in the Internet

· Domain name space is divided into three sections: generic, country and inverse

· Generic domains define hosts by generic behavior

· Country domains are also used to identify national designations

· Inverse domain is used to map an address to a name (address-to-name resolution)

Resolution

· Mapping a name to an address or an address to a name

· Resolver is a DNS client used by an address to provide mapping

· In recursive resolution, the client sends its request to a server that eventually returns a response

· In iterative resolution, the client may send its request to multiple servers

· Caching may be used to store information in memory to speed up resolution

Explain in detail about the working principles of Simple Network Management Protocol.                                                                             

SNMP is a framework that provides facilities for managing and monitoring network resources on the Internet. 

Components of SNMP: 

· SNMP agents

· SNMP managers

· Management Information Bases (MIBs)
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SNMP protocol itself 

SNMP agent is software that runs on a piece of network equipment (host, router, printer, or others) and that maintains information about its configuration and current state in a database

· SNMP agent is software that runs on a piece of network equipment (host, router, printer, or others) and that maintains information about its configuration and current state in a database

·  Information in the database is described by Management Information Bases (MIBs)
· An SNMP manager is an application program that contacts an SNMP agent to query or modify the database at the agent.

· SNMP protocol is the application layer protocol used by SNMP agents and managers to send and receive data. 

Interaction in SNMP
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SNMP protocol

· Get-request. Requests the values of one or more objects 

· Get-next-request. Requests the value of the next object, according to a lexicographical ordering of OIDs. 
· Set-request. A request to modify the value of one or more objects 

· Get-response.  Sent by SNMP agent in response to a get-request, get-next-request, or set-request message. 
· Trap. An SNMP trap is a notification sent by an SNMP agent to an SNMP manager, which is triggered by certain events at the agent. 
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15(b)Explain about overlay networks

Overlay Networks

· From its inception, the Internet has adopted a clean model, in which the routers inside the network are responsible for forwarding packets from source to destination, and application programs run on the hosts connected to the edges of the network.

· The client/server paradigm illustrated by the applications discussed in the first two sections of this chapter certainly adheres to this model.

· In the last few years, however, the distinction between packet forwarding and application processing has become less clear.

· New applications are being distributed across the Internet, and in many cases, these applications make their own forwarding decisions. 

· These new hybrid applications can sometimes be implemented by extending traditional routers and switches to support a modest amount of application-specific processing.

· For example, so-called level 7 switches sit in front of server clusters and forward HTTP requests to a specific server based on the requested URL. 

· However, overlay networks are quickly emerging as the mechanism of choice for introducing new functionality into the Internet.

[image: image30.emf]
· An overlay implemented on top of an underlying network. Each node in the overlay also exists in the underlying network; it processes and forwards packets in an application-specific way. 

· The links that connect the overlay nodes are implemented as tunnels through the underlying network. 

· Multiple overlay networks can exist on top of the same underlying network—each implementing their own application-specific behavior—and overlays can be nested, one on top of another. 

· For example, all of the example overlay networks discussed in this section treat today’s Internet as the underlying network.

· As a brief refresher, the nodes on either end of a tunnel treat the multihop path between them as a single logical link, where the nodes that are “tunneled through” forward packets based on the outer header, never aware that the end nodes have attached an inner header. 

· For example, Figure shows three overlay nodes (A, B, and C) connected by a pair of tunnels. In this example, overlay node B might make a forwarding decision for packets from A to C based on the inner header

[image: image31.emf]
(IHdr), and then attach an outer header (OHdr) that identifies C as the destination in the underlying network. 

· Nodes A, B, and C are able to interpret both the inner and outer headers, whereas the intermediate routers understand only the outer header. 

· Similarly, A, B, and C have addresses in both the overlay network and the underlying network, but they are not necessarily the same; for example, their underlying address might be a 32-bit IP address, while their overlay address might be an experimental 128-bit address. 

In fact, the overlay need not use conventional addresses at all, but may route based on URLs, domain names, an XML query, or even the content of the packet

· The private key consists of {d, n} and the public key consists of {e, n}. 

· Suppose that user A has published its public key and that user B wishes to send the message M to A.

· Then B calculates cipher text and transmits C.     C  =  M e mod n

· On receipt of this cipher text, user A decrypts by calculating    M = C d mod n.
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